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 Q1：为什么ChatGPT爆火?

答：颠覆传统内容生产的人工智能产品和交互体验。ChatGPT是一个基于语言模型GPT-3.5的聊天机器人，由美国人工智能公司OpenAI推出的一款对话式AI模型，具备上知天文下知地理，

还能根据聊天的上下文进行互动的能力，能进行撰写邮件、视频脚本、文案、翻译、代码等任务，可以一定程度上替代搜索引擎，掀起内容生产的范式革命。

 Q2：GPT产品的演绎路径？

答：人工智能算法的迭代推动AIGC的发展，GPT系列属于神经AI，由2018年的GPT第1代迭代至今天的GPT-4。ChatGPT 核心技术包括自然语言生成能力的大模型 GPT-3.5以及训练这一

模型的钥匙——基于人工反馈的强化学习（RLHF）；现在的ChatGPT已经可以接入GPT-4，具备了多模态生成能力，且表现出人类水平的推理能力。

 Q3：AIGC的底层技术驱动？

答：创新生成算法+预训练模型+多模态技术。AIGC是一种利用人工智能技术自动生成内容的新型生产方式，呈现为上游基础层，即由预训练模型为基础搭建的AIGC技术基础设施层，如相
关算法/模型研究结构；中间层模型，即垂直化、场景化、个性化的模型和应用工具，在预训练的大模型基础上微调，实现在不同行业、垂直领域、功能场景的工业流水线式部署；下游应用
层，即面向C端用户的文字、图片、音视频等内容生成服务等。

 Q4：AIGC如何重构内容生产力？

答：AIGC模型有望成为自动化内容生产的“工厂”和“流水线”。AIGC可分为音频生成、文本生成、图像生成、视频生成及图像、视频、文本间的跨模态生成，细分场景众多，跨模态生成

是未来重点发展趋势。随着底层大模型不断对外开放，行业生态日益完善，AIGC加速渗透到千行百业，根据量子位智库测算， 2030年我国AIGC市场规模有望超万亿。

 Q5：看好“AI+”哪些应用场景？

答：AIGC可覆盖诸多应用场景，或将率先在传媒、电商、影视、娱乐等数字化程度高、内容需求丰富的行业取得重大创新发展。

 Q6：如何把握“AI+”时代的投资机遇？

答：人工智能奇点将近，引爆AIGC商业变现。GPT产品的更迭标志着人工智能进入了新的发展阶段，AI模型的训练开发将加速推进AIGC商业化进程，掀起“用户-数据-效果”的飞轮效应。

全年维度看，随着GPT逐渐从主题转向能够落地的阶段，有望在游戏、内容IP、电商、影视传媒等数字化程度高、内容需求丰富的行业率先商业化落地，赢家将展露头角。

➢ 重点推荐：游戏（昆仑万维/世纪华通/汤姆猫/神州泰岳/恺英网络）；内容IP（中文在线/中文传媒/视觉中国/果麦文化）;电商（小商品城/华凯易佰/吉宏股份/值得买）；办公（万

兴科技/金山办公/泛微网络）；影视传媒（上海电影/光线传媒/人民网/新华网）；广告营销（蓝色光标/三人行/风语筑）；金融（同花顺）；酒店（石基信息）；数据要素（浙数文

化/美亚柏科）。

➢ 风险提示：行业监管风险、政策收紧的风险、技术发展不及预期的风险、内容生态建设不及预期的风险、变现不及预期风险、舆论炒作风险、市场竞争风险。

核心观点
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资料来源：ChatGPT、百度百科，中航证券研究所整理

1.1 ChatGPT：全新聊天机器人模型，上线两月用户破亿

◼ 产品介绍：ChatGPT是一个基于语言模型GPT-3.5的聊天机器人，由美国人工智能公司OpenAI推出的一款对话式AI模型。

➢ 它会通过连接大量的语料库来训练模型，这些语料库包含了真实世界中的对话，使得ChatGPT具备上知天文下知地理，还能根据聊天的上下文进行互动的能力，做到
与真正人类几乎无异的聊天场景进行交流；

➢ ChatGPT不单是聊天机器人，还能进行撰写邮件、视频脚本、文案、翻译、代码等任务。实际应用上，ChatGPT等文本AI可能帮助文本创造类行业完成智能内容生成，
并一定程度上替代搜索引擎。

图表1：ChatGPT使用场景展示
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资料来源：OpenAI官网、ODAILy、央视财经、量子位、DemandSage、瑞银、智东西、Thuvienpc.，中航证券研究所整理

1.2 ChatGPT：打造AI生态，商业能力凸显

◼ ChatGPT接入插件功能，打造AI生态帝国：美东时间3月23日，OpenAI宣布解除了ChatGPT无法联网的限制，以第三方插件为中介，使ChatGPT能访问其他网站
并获取实时信息，还支持执行计算，第一批插件由Expedia、OpenTable、Shopify等公司提供，这些插件的具体功能包括推荐餐厅、制定出游计划、网上商店购物、
企业办公、信息检索、语言教学等，涵盖日常生活的衣食住行各个方面。

◼ 用户增速创历史记录： 2022年11月30日，OpenAI发布了ChatGPT，5天注册用户数就超过100万。瑞士银行巨头瑞银集团的一份报告显示，在ChatGPT推出仅两个
月后，月活用户已经破亿，成为史上用户增长速度最快的消费级应用程序。OpenAI预测，公司在2023年预计营收2亿美元，在2024年将达到10亿美元。

◼ 商业变现模式：2023年2月2日，ChatGPT推出付费订阅版本，每月收取20美元（约合135RMB），让订阅者获得比免费版本更稳定、更快服务，尝试GPT-4功能等。

图表2：ChatGPT已接入插件展示 图表3：ChatGPT更为史上最快活跃用户破亿的应用



资料来源：中航证券研究所整理

1.3 ChatGPT：重新定义搜索入口，开启海量应用场景

◼ ChatGPT的应用场景多元：ChatGPT潜在的市场规模是空前的，能够覆盖各个领域，包括自然语言处理、对话系统等六个方面。借助其强大的算力和算法分析，
ChatGPT有望在教育、科研、游戏、新闻等多个领域发挥作用，并不断拓展其市场潜力。

自然语言处理

•语义分析
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图表4：ChatGPT的应用举例
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资料来源：中国信通院、吉林大学学报、Cornrell University、《Attention Is All You Need》，中航证券研究所整理

◼ 人工智能算法的迭代推动AIGC的发展：几十年来，AI领域持续探索，1940-1980s符号AI占主导，1980年后，统计AI与神经AI齐头并进，二者竞争发展至今，GPT系
列属于神经AI。

➢ 符号（Symbolic）AI：二十世纪80年代以前属于符号AI时代，开启了以知识建模算法、专家系统算法为代表AI早期发展阶段；

➢ 统计（Statistical）AI：1985年的贝叶斯网络和1995年的SVM是20世纪机器学习发展的两大标志，但近年来，逐渐成为非主流的研究方向；

➢ 神经（Neural）AI：经历了1980s-2012年神经网络、2012年后的深度学习两大阶段，深度神经网络和模型大小呈正相关，伴随着模型参数量的增加，相对应深度神
经网络的能力将大幅提升，Google Brain的Transformer和OpenAI的GPT系列都属于深度学习领域的代表作。

2.1 GPT前世：符号AI-统计AI-神经AI

• 将人类专家的知识和经验转化

为计算机可以理解的形式，并

利用AI技术来实现

• 手写规则，简单粗暴

• 只能处理非常少量数据

知识建模、专家系统

• 找到一些函数或参数

• 分类固定量数据

• 应用于数据分析、预测

和分类等任务
机器学习

1970-1980s                     1985至今 1980s-2012                         2017                                     2018

• 像人脑一样学习

• 开始尝试大量数据

• 提前标注数据

• 应用于计算机视觉、自然语言

处理、语音识别等领域

神经网络

• 基于Transformer架构

• 投喂海量学习数据

• 无监督训练方法

• 通用文本预训练

GPT系列

• 全注意力机制

• 关注文本序列数据

整体注意力

Transformer

深度学习

Neural AI

Statistical AI

Symbolic AI

神经人工智能

图表5：ChatGPT的应用举例



资料来源：Botpress、Walmart Global Tech、量子位、Life Architect，中航证券研究所整理

◼ GPT系列的迭代发展，造就了ChatGPT的诞生，初代的ChatGPT为GPT-3.5架构的产物，现仍在持续进化升级。

➢ GPT的定义及发展：GPT是一种基于Transformer架构的生成型预训练变换模型（Generative Pre-trained Transformer），用于解决NLP任务，可预测给定文本下

一个单词的概率分布，以生成人类可理解的自然语言。从算法模式的版本上，已经迭代到GPT-4，其在某些方面的性能“可与人类相媲美”，并在大学入学和法律及

医学等专业领域的许多模拟考试中优于其前身GPT-3.5。

➢ ChatGPT是已经经历了GPT-3.5到GPT-4的过渡，多模态功能推出，已成为深度学习领域的旷世佳作。从GPT-1到GPT-4，它的功能越来越全面，表现也越来越类

人，与2018年第一版GPT1.17亿的参数相比，GPT-3.5拥有着1750亿的参数量，GPT-4预计参数量或破万亿，这极大程度提升了GPT的运行规模，让GPT开始能完成

一系列令人难以置信的任务。

图表6：GPT系列产品升级情况

2.1 GPT前世：算力爆发+算法迭代，数字内容创作技术达到新高度

模型 发布时间 参数量 Transformer模型层数 解码器数 预训练数据量 技术介绍

GPT 2018.06 1.17亿 12 12 约5GB
无监督学习，从而对高质量标注数据的要求比较低，有比较强的

泛化能力(在没有见过数据的zero-shot中表现更稳定)。

GPT-2 2019.02 15亿 48 48 40GB
多任务学习，验证了通过海量数据和大量参数训练出来的词向量

模型有泛化使用而不需要额外的训练。

GPT-3 2020.07 1750亿 96 96 45TB
海量参数，从而在无样本或极少量样本情况下完成下游NLP任务，

还可以完成数学加法、代码编写等任务。

GPT-3.5 2022.11 - - - -
使用RLHF (Reinforcement Learning from Human Feedback, 

基于人类反馈的强化学习)技术，可以进行连续对话。

GPT-4 2023.3 约10000亿 - - - 一种更加高效、准确和灵活的自然语言生成模型



2.2 GPT今生：GPT4功能更强，同时能接受图像和文本输入

◼ ChatGPT 核心技术主要包括其具有良好的自然语言生成能力的大模型 GPT-3.5/4 以及训练这一模型的钥匙——基于人工反馈的强化学习（RLHF）。

◼ GPT3.5建立在3.0的微调之上。据OpenAI披露，GPT-3已有1750亿参数训练，GPT3.5/4在此基础上参数量可能再创新高。2022年4月至7月，OpenAI 开始对

code-davinci-002模型进行Beta 测试，其可能是最强大的针对自然语言的GPT-3.5 变体，ChatGPT就是从code-davinci-002进行指令微调得到的。此后

ChatGPT在2022 年11 月发布，使用的基于人类反馈的强化学习的版本指令微调模型。

资料来源：中国指挥与控制协会、《拆解追溯GPT-3.5 各项能力的起源》，中航证券研究所整理

图表7：大模型参数量迅速增长 图表8：GPT3-GPT3.5的演变过程



2.2 GPT今生：GPT4功能更强，同时能接受图像和文本输入

◼ GPT-3采用无监督学习机制。优点在于无需人工进行数据标注，可以节省模型训练成本，模型泛化能力更强，经过少量样本训练，就可以看到准确度显著提升。

◼ 加入人类反馈强化学习，GPT3.5/4获得对话能力。①定义及优缺点：RLHF无需提前对训练数据进行标注，而只需要人工对模型输出的结果进行评分，虽然需要

消耗一定的人力，但是模型结果会更加符合人类偏好；②GPT-4训练模型：GPT-4的训练与GPT-3.5类似，包括SFT的预训练、基于RLHF的奖励模型训练和强化

学习的PPO算法微调，不同的是使用了基于规则的奖励模型 (RBRM) ，在PPO 微调期间向 GPT-4 提供额外的奖励信号。

资料来源：Language Models are Few-Shot Learners、《ChatGPT发展历程、原理、技术架构详解和产业未来》，中航证券研究所整理

图表9：训练模型由GPT-3的无监督学习，进化到GPT-3.5/4的人工反馈的强化学习



资料来源：OpenAI官网、美信全球，中航证券研究所整理

➢ 3月15日，OpenAI发布了ChatGPT的最新“升级版本”——GPT4模型，OpenAI在官网表示，GPT4是一个能接受图像和文本输入，并输出文本的多模态模型，是
OpenAI在扩展深度学习方面的最新里程碑。GPT4的语言理解和生成能力均超过了ChatGPT，可以解答ChatGPT无法完成的问题，同时GPT4可以描述并理解图片。

◼ 视觉识别能力：GPT-4视觉识别能力突出

• 文本理解和图像识别并行：GPT-4 可以接受文本和图像的提示，允许用户指定任何视觉或语言任务。在一系列域（包括包含文本和照片的文档、图表或屏幕截图）

上，GPT-4 表现出与纯文本输入类似的功能。

• 辨别幽默元素：除了能够识别图像内容，GPT-4还能辨别图像中存在的幽默元素，并做出相关解释。

图表10： GPT-4视觉识别相关案例

2.2 GPT今生：GPT4功能更强，同时能接受图像和文本输入

用户：我可以用这些原料做什么?

GPT-4：你可以用这些原料做很多

选择!一些可能性包括：煎饼或华夫

饼、可丽饼、法式吐司、煎蛋卷或

菜肉馅煎蛋饼、乳蛋饼奶油冻或布

丁、蛋糕或纸杯蛋糕松饼或面包、

饼干。

这些只是几个例子，但可能性是无

穷无尽的!

用户：这张图有什么好笑的？一个面板一个

面板地描述它。

GPT-4：该图显示了带有三个面板的

“Lightning Cable”适配器的包装。面板 1：

带有 VGA 连接器（一种大的蓝色 15 针连接

器，通常用于计算机显示器）的智能手机已

插入其充电端口。面板 2：“Lightning 

Cable”适配器的包装，上面有 VGA 连接器

的图片。面板 3：VGA 连接器特写，末端有

一个小型闪电连接器（用于为 iPhone 和其他

Apple 设备充电）。

这张图片中的幽默来自将过时的大型 VGA 连

接器插入小型现代智能手机充电端口的荒谬

做法。



资料来源：OpenAI官网、Life Architect ，中航证券研究所整理

◼ 语言能力：语言测试中GPT-4完胜其他大模型（Chinchilla，PALM）。

• 英语测试中，GPT-4的准确率为85.5%，高出第二名15pct，取得碾压优势；

• 除英语外的26种语言测试中，GPT-4在24种的准确率获胜，包括拉脱维亚语、

威尔士语、斯瓦希里语等资源匮乏的语言，准确率集中在70%-85%，虽与其他

模型相比优势突出，但未来仍存在较大提升空间。

• 文字输入限制大幅提升，由基于GPT-3.5的ChatGPT的3000字限制提升至GPT-

4的25000字，用户使用将开拓更多使用场景。

2.2 GPT今生：GPT4功能更强，同时能接受图像和文本输入

图表12：GPT-4在英语测试中优于现有语言模型（准确率）
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图表13：GPT-4在除英语外的26种语言测试中，准确率集中在70%-85%

图表11：GPT-4文字输入限制提升至2.5万字
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资料来源： OpenAI官网、GPT-4 Technical Report，中航证券研究所整理

2.2 GPT今生：表现出人类水平的推理能力

◼ 推理能力：已表现出人类水平的性能，较GPT-3.5更进一步。

➢ 学术和专业基准测试：在与其他模型的对比种，GPT-4除了在阅读理解和算术方面与最佳

外部模型略有差距，其他的学术测试表现均获胜，基于日常的常规推理和小学多选科学题

的准确度更是达到了95%以上，较外部模型高10pct以上。

➢ 应试方面展现“恐怖实力”，GPT-4在模拟律师资格考试种进入前10%，SAT的读写&数

学得分均在700分以上，GRE接近满分，在GLUE语言理解基准测试上取得了90.1的平均得

分，某些性能已经与人类持平甚至超越。

GPT-4 GPT-3.5 最佳外部语言模型 最佳外部模型

多项选择题（57个学科） 86.4% 70.0% 70.7% 75.2%

基于日常的常规推理 95.3% 85.5% 84.2% 85.6%

小学多选科学题 96.3% 85.2% 85.2% 86.5%

围绕代词解析的常识推理 87.5% 81.6% 85.1% 85.1%

Python代码任务 67.0% 48.1% 26.2% 65.8%

阅读理解和算术 80.9% 64.1% 70.8% 88.4%

小学数学题 92.0% 57.1% 58.8% 87.3%

图表14：GPT-4在学术和专业测试中优于现有模型

图表15：GPT-4在各项模拟考试中的表现



资料来源：智东西、OpenAI官网，中航证券研究所

2.3 GPT未来：构建AI生态，加速应用落地

◼ 联网功能+插件功能，打造AI生态帝国，成就属于ChatGPT的苹果“Apple Store”时刻。

➢ OpenAI已经官宣ChatGPT将实现联网、自行添加插件、允许上传图片、视频、CSV文件等多种功能。

➢ 基于OpenAI提供的Demo视频来看，未来用户能够使用的ChatGPT：①可以搜索到提取后的即时性信息，并提

供信息来源链接；②能够基于CSV文件，实现SQL的提取数据功能，Excel&Python的作图功能等；③能够根据

语言指令，对视频进行剪辑，对图片进行修改，或替代PR/PS等软件。

➢ 我们认为，GPT产品的更迭象征着AI进入新的发展阶段，这背后技术上的变化突破主要体现在模型技术、参数、

训练数据、训练方法的演化融合。

图表16：ChatGPT能够提供互联网最新的信息 图表17：ChatGPT能够基于CSV文件作图

图表18：ChatGPT能够完成Photoshop的功能



资料来源：OpenAI官网、中航证券研究所整理

2.3 GPT未来：构建AI生态，加速应用落地

图表19：ChatGPT中安装插件界面 图表20：ChatGPT运用插件计算食材卡路里

图表21：ChatGPT运用插件预定酒店并规划食谱
➢ 据官网资料，ChatGPT的第一批插件由Expedia、FiscalNote等公司提供，这些插件的具体功能包括推荐餐厅、

制定出游计划、网上商店购物、企业办公、信息检索、语言教学等，涵盖日常生活的衣食住行各个方面。“插件

商店（ChatGPT Plugins Store）”的推出意味着其他服务成为了ChatGPT的“眼睛和耳朵”，用户将能在

ChatGPT中使用几乎外部所有软件，极大提升便利性和效率。



资料来源：科技圈探秘、钛媒体、读创、CSDN、创业邦，中航证券研究所整理

2.4 GPT背后：OpenAI和最大投资人微软

图表22：OpenAI发展历程

◼ OpenAI是一家成立于2015年的非营利性人工智能研究公司，在发展历程中，OpenAI从研究深度学习、强化学习和自然语言处理等领域开始，转向面向商业应用
的探索，并逐步成为一个向公众和全球开发者开放的开源人工智能组织。

◼ OpenAI团队是由多位顶尖的人工智能科学家、工程师和管理人员组成的，包括创始人兼CEO Sam Altman、CTO Greg Brockman、联合创始人Ilya Sutskever和
Wojciech Zaremba、以及研究员Andrej Karpathy和Dario Amodei等。这些团队成员在人工智能领域有着丰富的经验和卓越的成就，曾在Google、Microsoft、
Facebook等知名公司或高校从事人工智能相关工作。
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资料来源：OpenAI官网、智东西、Neurohive、腾讯云，中航证券研究所整理

2.4 GPT背后：OpenAI和最大投资人微软

◼ 在AGI(通用人工智能）愿景的驱动下，OpenAl的Al能力全面。OpenAl当前模型几乎涉及所有需要解决自然语言/代码的理解/生成任务的领域，其API(Application
Programming Interface,应用程序编程接口，编程人员可以通过API调用相关代码，而无需掌握代码本身）包括文本、代码、图像等五大类，可以用于完成自然语言
问答、聊天、Python/SQL代码标注/修改、食谱创作等具体任务。

◼ 除了ChatGPT的GPT-3（语言生成模型）外，OpenAI的精选模型还包括DALL-E（视觉生成模型）、CLIP（图像和文本联合编码器）、Jukebox（音频生成模型）
等。

文本生成/编辑

代码生成/编辑

/解释

图像生成/编辑

···

文本搜索分类

模型定制化微
调

OpenAI

主要应用领域

图表23：OpenAI主要应用领域

图表25：Dall-E 2基于原图片创造不同变体

图表24：Dall-E 2基于文本创建原始逼真图片 图表26：CLIP明显优于RESNET101



资料来源：澎湃新闻、PCMag、Microsoft 365，中航证券研究所整理

2.4 GPT背后：OpenAI和最大投资人微软

◼ OpenAI的最大投资人微软已率先受益，开始利用GPT-4提高产品竞争力，或占据AI革命先发优势。

➢ 微软再注资，打响AI闪电战：2023年1月23日，微软宣布向ChatGPT开发者的OpenAI追加投资数十亿美元，以支持OpenAI的研究，让OpenAI的最新估值达到290

亿美元。微软将ChatGPT视为新一代技术革命，将ChatGPT整合进Bing搜索引擎、Office全家桶、Azure云服务、Teams程序等产品中。

➢ Office“副驾驶”猛踩生产力“加速油门”：北京时间3月17日凌晨，微软举办了一场名为“与AI一起工作的未来(The Future of Work with AI)”的线上活动，正式

把OpenAI的聊天机器人技术引入到Office办公套件当中，为其推出AI助手Copilot，其中文翻译为“副驾驶”，旨在帮助人们生成文档、电子邮件、演示文稿等。

Copilot将大型语言模型(LLM)的能力与Microsoft Graph和Microsoft 365应用程序中的数据相结合，将office变成“地球上最强大的生产力工具”。

图表27：微软的AI生态 图表28：Microsoft 365 Copilot的运行原理
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......
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一、为什么ChatGPT爆火？

二、GPT产品的演绎路径？

目录

四、AIGC如何重构内容生产力？

三、 AIGC的底层技术驱动？

五、看好“AI+”哪些应用场景？

六、如何把握“AI+”时代的投资机遇？



3.1 AIGC：AI赋能之下，新型内容生产方式

◼ 互联网内容生产方式经历了PGC、UGC、AIGC的过程，AIGC是一种利用人工智能技术自动生成内容的新型生产方式。

➢ PGC（Professionally Generated Content）是专业生产内容，如Web1.0和广电行业中专业人员生产的文字和视频，其特点是专业、内容质量有保证。

➢ UGC（User Generated Content）是用户生产内容，伴随Web2.0概念而产生，特点是用户可以自由上传内容，内容丰富，但质量良莠不齐。

➢ AIGC（AI Generated Content）是由AI生成的内容，其特点是自动化生产、高效，规模、质量都能得到保障，预示着Web3.0时代已经到来。

资料来源：界面新闻、Fabricventurs、澎湃新闻、ShineINFAITH、crypto.com，中航证券研究所整理
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图表29：内容创作模式的四个发展阶段对比 图表30：AIGC产业生态初步形成



3.2 AIGC产业链日益成熟，商业价值加速释放

资料来源：腾讯研究院、量子位，中航证券研究所整理

◼ AI技术逐渐实现从分析到创造的迭代，AIGC产业生态体系雏形已经显现，呈现为上中下三层架构。

① 上游基础层，即由预训练模型为基础搭建的AIGC技术基础设施层，如相关算法/模型研究结构；

② 中间层模型，即垂直化、场景化、个性化的模型和应用工具，在预训练的大模型基础上微调，实现在不同行业、垂直领域、功能场景的工业流水线式部署；

③ 下游应用层，即面向C端用户的文字、图片、音视频等内容生成服务，包括网页、本地安装的程序、移动端小程序、群聊机器人等。

图表31：AIGC产业生态体系的三层架构
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上游

产业链
中游

基础层：预训练模型

中间层：垂直化、场景化、个性化模型

应用层：语言和文字生成等AIGC应用



3.2 AIGC产业链日益成熟，商业价值加速释放

资料来源：至顶头条、NovelAI官网，中航证券研究所整理

 ChatGPT订阅计划重新定义AIGC商业模式，打破了人们对于AI技术大多应用于嵌入式项目的固有印象。2月2日，OpenAI公司宣布推出付费试点订阅计划ChatGPT
Plus，定价每月20美元，其功能包括高峰时段免排队、快速响应以及优先获得新功能和改进等。付费模式推出后，ChatGPT的免费访问权限仍然开放。

 多种变现模式初显，AIGC商业化潜力可期。除了 ChatGPT 以外，NovelAI、Stable Diffusion 等其他主流 AIGC 应用亦开启商业变现，根据内容生成次数、生成质
量等条件设置多级别订阅套餐；技术平台层面，GPT-3对外提供API接口，四种模型分别采用不同的按量收费方式，某些模型存在训练收费模式。

图表32：AIGC国外商业变现模式

AIGC变现模式 案例

作为底层平台接入其他产品对外开放，
按照数据请求量和实际计算量计算

GPT-3对外提供API接口，四种模型分别采用不同的按量收费方式。

按产出内容量收费
包括DALL·E、Deep Dream Generator等AI图像生成平台大多按照图像
张数收费。

直接对外提供软件
例如个性化营销文本写作工具AX Semantics则以约1900人民币/月的价
格对外出售，并以约4800欧元/月的价格提供支持定制的电子商务版本。
大部分C端AIGC工具则以约80人民币/月的价格对外出售。

模型训练费用 适用于NPC训练等个性化定制需求较强的领域。

根据具体属性收费
例如版权授予（支持短期使用权、长期使用权、排他性使用权和所有权
多种合作模式，拥有设计图案的版权）、是否支持商业用途（个人用途、
企业使用、品牌使用等）、透明框架和分辨率等。

分级收取订阅费用

Novel AI（写作绘画）：套餐 1：10 美元/月，不限量文本生成；套餐
2：15 美元/月，包含套餐 1 服务，更大的储存空间；套餐 3：25 美元/
月，包含套餐 2 服务，质量更高的文本创作，每月更多额外创作补给
Midjourney（绘画）：套餐 1：10 美元/月，200 次快速生成，不限量
排队生成；套餐 2：30 美元/月，900 次快速生成，不限量排队生成；
套餐 3：4 美元/GPU 小时；套餐 4：600 美元/年

图表33：Novel AI收费模式



3.3 AI大模型竞相绽放，加快赋能多场景应用

◼ 创新生成算法+预训练模型+多模态技术，驱动AIGC技术变革。GAN为早期最著名的生成模型，随后Transformer、基于流的生成模型、扩散模型相机涌现，而预
训练模型引发了AIGC技术能力的质变，多模态技术推动了AIGC的内容多样性。

◼ AI三大核心要素是数据、算力和算法。数据是AI算法的“饲料”，AI算法需要通过数据训练不断完善，而数据标注是大部分AI算法得以有效运行的关键环节；算法
是AI的背后“推手”，主流的算法主要分为传统的机器学习算法和神经网络算法，目前神经网络算法因为深度学习的快速发展而达到了高潮；算力是算法和数据的
基础设施，支撑着算法和数据，算力的大小代表着对数据处理能力的强弱，进而影响着AI的发展。

资料来源：腾讯研究院、中航证券研究所整理

图表34： AIGC产业的技术驱动
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• AI预训练模型，又称为大模型、基础模型
• 基于大量数据训练的、拥有巨量参数的模型
• 多任务、多语言、多方式，适应广泛的下游任务

• GAN（生成对抗网络）是早期最为著名的生成模
型，后来产生了许多流行的架构或变种

• 涌现Transformer、Diffusion Model等深度学习
的生成算法
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➢ 自然语言处理（NLP）预训练模型
• 生成式AI可以用于生成新的文本、回答问

题、语言翻译和对话系统等任务
• 谷歌的LaMDA和PaLM、OpenAI的GPT

➢ 计算机视觉（CV）预训练模型
• 用于生成新的图像或视频
• 微软的Florence

➢ 多模态预训练模型
• 融合文字、图片、音视频等多种内容形式
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3.3 AI大模型竞相绽放，加快赋能多场景应用

◼ 生成式AI与自然语言处理（NLP）、计算机视觉（CV）等技术密切相关，ChatGPT的出现是技术迭代的结果。

➢ NLP（Natural Language Processing，自然语言处理）：生成式AI可以用于生成新的文本、回答问题、语言翻译和对话系统等任务。例如，通过使用循环神经
网络（RNN）和长短时记忆网络（LSTM）等模型，可以训练出生成式模型来生成语言模型、机器翻译和对话系统等。

➢ CV（Computer Vision，计算机视觉）：用于生成新的图像或视频。例如，通过使用生成对抗网络（GAN）等模型，训练出生成式模型来生成逼真的图像或视频。

➢ VL（Visual Languages，视觉-语言）=NLP+CV：通常需要结合NLP和CV技术，用于生成描述图像或视频的自然语言句子，例如使用卷积神经网络（CNN）来
提取图像中的特征，并使用循环神经网络（RNN）或变换器（Transformer）等模型来生成相应的自然语言描述。

◼ GPT-4是VL技术的产物。基于Transformer模型，OpenAI相继推出GPT-1、GPT-2、GPT-3，22年在此基础上推出InstructGPT、ChatGPT，23年更是推出兼具
视觉&语言能力的GPT-4，相较之前的自然语言模型，GPT-4能实现更顺畅、符合人类思维的答案，对未知问题的回答更优，甚至能够识别图片中的幽默元素。

资料来源：A Comprehensive Survey of AI-Generated Content (AIGC)，中航证券研究所整理

图表35：生成式AI的发展历史（基于NLP、CV、VL三类模型）



3.3 产业链上游模型发展，驱动AIGC技术场景落地

◼ 底层技术原理迅速发展，AIGC技术场景不断完善。伴随着GPT-4的推出，ChatGPT已经具备了多模态生成能力，较之前的基于NLP技术的文本生成能力跨越了一
大步。伴随着相关技术的发展，目前AIGC生成正在完成从简单的降本增效（以生成金融/体育新闻为代表）向创造额外价值（以提供绘画创作素材为代表）转移，
跨模态/多模态内容成为关键的发展节点。

◼ AIGC不同场景的原理及技术迭代情况：文本生成方面，大参数量叠加大型预训练模型加持，提升通用能力和理解承接能力；图像生成方面，则经历了三次模型迭
代，现已出现构建3D图像的神经辐射场模型；多模态生成方面，“CLIP+其他模型”在当今跨模态生成领域成为一种较为通用的做法。

资料来源：量子位、中航证券研究所整理

图表36：AIGC技术场景（模型原理及技术迭代情况）

文本生成
（基于NLP技术）

大参数量→通用能力

精进以Transformer

架构为重要代表的底

层架构→理解能力、承

接能力、逻辑能力

音频生成

文本转音频

富文本信息抓取→抑扬顿挫

较少数据→整体复制能力

AI作曲

以语言模型为中介

对音乐数据进行双向转化

图像生成

生成对抗网络GAN —

图像生成传统思路

扩散模型Diffusion 

Model —新一代图像生

成主流模型

神经辐射场模型

NeRF—符合3D内容

消费趋势的新一代模型

视频生成
图像、视频、文本
间跨模态生成

视频属性编辑

视频画质修复

删除画面中特定主体

视频自动编辑

按照氛围、情绪等

高级语义限定

视频部分生成

将视频切割成帧，再对

每一帧的图像进行处理
Transformer架构的跨界

应用成为跨模态学习的重要

开端之一

Vision Transformer将

Transformer架构首次应用

于图像领域

CLIP模型的出现，“CLIP+

其他模型”在跨模态生成领

域成为一种较为通用的做法



3.4 AIGC方兴未艾，规模化应用有望加速落地

◼ Gartner《2021年预测：人工智能对人类和社会的影响》给出积极预测：

• 至2023年将有20%的内容被AIGC所创建；

• 至2025年，Gartner预计AIGC产生的数据将占所有数据的10%，而今天这个比例不到1%；

• 根据2022年7月Gartner披露的“人工智能技术成熟度曲线”，AIGC仍处于萌芽期，但其广阔的应用场景和巨大需求空间吸引着大量资本和技术的投入，预计将在2-
5年内实现规模化应用。

资料来源：量子位、Gartner，中航证券研究所整理

图表37：2022年人工智能技术成熟曲线
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4.1 AIGC时代驶入快车道，2030年我国市场有望突破万亿

资料来源：量子位、中航证券研究所整理

◼ 2030年，我国AIGC市场规模将超万亿：量子位智库测算，2023-2025年是我国AIGC产业市场规模增长的第一阶段，增长率维持在259%左右；2023-2025年，入
局玩家涌现，市场规模达到约260亿人民币；2025年开始，随着底层大模型完成对外开放，行业生态完善，应用层蓬勃将带动产业快速增长，年复合增长事将超过
70%；预计2027年我国AGC产业规模超600亿人民币；2028年开始，AIGC产业将延展出完整产业链，渗透到千行百业，2030年市场规模有望超万亿。

图表38： AIGC的三大阶段和预期市场规模（亿元）及增速
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• 底层大模型发展加速

• 基于开源模型上层应用迅速出现，受到底层大模型接口限

制，其他领域应用受限

• 产业生态相对封闭

• 大部分技术尚未达到生产水平

• 人机共创逐渐被行业普遍尝试应用，内容咨询和娱乐传媒

领域出现确定性价值，基本价值和思路得到验证

• 入局玩家增多，大模型开放API增加，大量应用玩家进场

• AIGC在个性化、实时化等方向延展价值得以发挥，其他业

务紧密链接

• 产业生态逐渐完善

• 持续运营生态内容体系出现，催生新业态，产业链条完善



4.2 AIGC有望塑造数字内容生产与交互新范式

◼ AIGC模型有望成为自动化内容生产的“工厂”和“流水线”。不断创新的生成算法、预训练模型、多模态等技术融合带来了AIGC技术变革，构筑智能数字内容孪
生、智能数字内容编辑、智能数字内容创作构筑AIGC的能力闭环。

资料来源：中国信通院、中航证券研究所整理

图表39： AIGC技术对于内容创作的赋能

AIGC

孪生能力

编辑能力

创作能力

建立现实世界到数字世界的映射
• 将现实世界中的物理属性和社会属性高效、可感知

地进行数字化。

建立现实世界到数字世界的双向交互
• 在数字内容孪生的基础上，从现实世界实现对虚拟

数字世界中内容的控制和修改；
• 实现数字仿真的基础。

让人工智能算法具备内容创作和自我演化的能力
• 形成的AIGC产品具备类似甚至超越人的创作能力。

计算机视觉技术 + 自然语言处理技术 + 其他单模态技术 + 多模态技术

三维重构 音频修复 语音合成

视觉描述 摘要合成 数字人

智能作画 短片创作 文本写作

智能增强技术

智能转译技术

语义理解技术

属性控制技术

基于模仿创作

基于概念创作

技术支撑



4.3 AIGC应用潜力大：文本、音频、图像等领域发展较快，合成数据生成需求成熟度高

资料来源：量子位、中航证券研究所整理

◼ 应用领域：技术加速迭代背景下，AIGC细分场景众多，文本、音频、图像领域发展较快，合成数据生成的现有需求成熟度最高，2B内容生成工具的现有技术成熟度
最高。

◼ 基于模态： AIGC可分为音频生成、文本生成、图像生成、视频生成及图像、视频、文本间的跨模态生成，细分场景众多，跨模态生成是未来重点发展趋势。

图表40：基于不同的模态对应的技术和商业场景 图表41：AIGC场景商业化潜力估算



4.3 AIGC应用潜力大，文本、音频、图像等领域发展较快，合成数据生成需求成熟度高

资料来源：量子位、红衫美国，中航证券研究所整理

 技术视角下：目前AIGC生成正在完成从简单的降本增效（以生成金融/体育新闻为代表）向创造额外价值（以提供绘画创作素材为代表）转移，跨模态/多模态内容
成为关键的发展节点。

 未来发展方向：文本-图像-视频的跨模态生成、2D到3D生成、多模态理解结合生成。

图表42：AIGC技术场景及发展预测

文本生成 音频生成 图像生成 视频生成
图像、视频、文本间

跨模态生成
Game AI 虚拟人生成

较为广泛地实际应用、

技术细节仍待进一步提

升

• 结构化写作(新闻播报等,
有比较强的规律)

• 辅助性写作(推荐相关内
容、帮助润色，不属于
严格AIGC)

• 闲聊机器人(虚拟男/女
友、心理咨询等)

• 语音克隆
• 文本生成特定语音

（生成虚拟人歌声/
播报等)

• 乐曲/歌曲生成(包含
作曲及编曲，在实
际应用中常包含自
动作词)

• 图像编辑工具(去
除水印、提高分
辨率、特定滤镜
等)

• 视频属性编辑（删
除特定主体、生成
特效、跟踪剪辑等)

- -
• 虚拟人视频生

成

底层技术原理基本明确，

预计1-2年内将规模化

应用

• 非结构化写作(剧情续写、
营销文本等，需要一定
创意和个性化)

• 文本交互游戏等(Al 
dungeon等)

• AI降噪

• 创意图像生成(随
机或按照特定属
性生成画作等)

• 功能性图像生成
（根据指定要求
生成营销类海报、
模特图、logo等)

• 视频部分编辑(视频
换脸等)

• 文字生成图像(根据文
字prompt生成创意图
像)

• 文字生成演示视频(拼
接图片素材生成视频)

• Al Bot
• NPC逻辑及

剧情生成

• 虚拟人实时交
互

底层技术原理仍待完善，

增长可期

• 文本生成终稿达到人类
平均水平甚至专业水平

• AI作曲与人类创作
音乐水平相似甚至
超越

• 图像生成达到基
本本产品设计水
平，甚至于专业
人士持平

• 视频自动剪辑（对
特定片段进行检测
及合成)

• 文字生成创意视频(完
全从头生成特定主题视
频)

• 图像/视频到文本(视觉
问答系统、自动配字幕
/标题等)

• 数字资产生
成

-



4.4 “低门槛+高效”生产内容，AIGC生态日益繁荣

资料来源：腾讯研究院、中航证券研究所整理

◼ AIGC重塑内容生产新范式，优势凸显。

➢ 需求端，技术浪潮之下，数字内容大步迈进多元化的螺旋式强需求升级周期，巨大的内容缺口有望以更高效的方式来填补；

➢ 供给端，AI正加速融入到文字、音乐、视频、3D多种数字内容生成的全链条流程中，重塑数字内容生产的人机协作新范式，赋能更多内容创作者高频、低成本、高
效产出更多高质量、个性化、定制化内容，有望成为未来内容生产基础设施，进一步激活新的消费和需求，极大丰富数字内容生态。

图表43：AIGC在内容生产的优势

AIGC模型可以生成多种类型的内容，包括文本、图像、音视频、3D内容等
AIGC内容生产

优势

自动内容生成

提高内容质量

增加内容多样性

大型语言和图像AI模型可用于自动生成内容，增加UCG用户群体

AIGC模型从大量数据学习并识别人类可能看不到的模式，产生更准确和信息更丰富的内容

内容制作成本低、门槛低 内容制作有望实现以十分之一的成本以百倍千倍的生产速度，创造出独特价值和独立视角的内容

个性化内容生产 AIGC模型可以根据个人用户喜好生产定制化的内容，更精准满足细分人群
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5. AIGC颠覆内容生产力，降本增效赋能千行百业

资料来源：中国信通院、京东探索研究院，中航证券研究所整理

 数字化程度高、内容需求丰富的行业或率先受益。AIGC可覆盖诸多应用场景，以其真实性、多样性、可控性、组合性的特征，有望助力企业提高内容生产的效率，
以及为其提供更加丰富多元、动态且可交互的内容，或将率先在传媒、电商、影视、娱乐等数字化程度高、内容需求丰富的行业取得重大创新发展。

图表44：AIGC应用场景及覆盖领域

影视领域

娱乐领域

传媒领域

电商领域

前期创作 中期拍摄 后期制作

全民娱乐 虚拟偶像 社交互动

采集 编辑 播报

商品展示 主播打造 交易场景

其他
教育 工业 医疗

金融领域
营销活动 虚拟人 虚拟金融场景

AIGC

人机协同生产

推动媒体融合

推进虚实交融

营造沉浸体验

拓展创作空间

提升产品质量

拓展辐射边界

获得发展动能

赋能各行各业

加速科技化进程

智能投顾业务

满足多样需求

录音转写、智能新闻写作/视频编辑 AI合成主播等

商品生产3D模型 虚拟主播 3D购物空间

剧本创作新思路 拓展角色场景
创作空间

影视图像还原、预告
片生成等

趣味性图像 AI合成音频 客户虚拟化身

AI生成宣传片 虚拟主播宣传 3D空间构造

线上录课/虚拟老师/
合成影像等

数字孪生/辅助设计/
虚拟构建等

图像处理/远程治疗/
合成医护陪伴等



资料来源：中国信通研究院，中航证券研究所整理

图表45： AIGC赋能媒体路径

5.1 AIGC+媒体：新型内容生产工具，“传媒”进阶到“智媒”

AIGC+传媒

传媒机构和从业者

采编

传播

提升新闻资讯的时效

内容生成：新闻生成/视频生成/音频生成提高媒体生产效率

推动媒体数字化转型 媒体融合：智能媒体平台/数字盈利渠道

提升视频内容的价值

采编自动化：采访录音转写/智能新闻写作

智能剪辑工具：视频字幕生成/视频锦集/视频拆条

信息流推送：定制广告/个性化内容

AI主播：晚会主持/记者报道/天气预报

新闻播报精确率高

主播人设可控

受众

降低参与内容创作的门槛

提高获取新闻信息的及时性和便捷性

内容创作工具：自动化编辑工具/对话式学习机器人

内容推荐：新闻分发/用户画像描绘



资料来源：量子位，中航证券研究所整理

图表46： AIGC赋能游戏路径（以腾讯AI Lab为例）

5.1 AIGC+游戏：赋能生产环节，掀起交互体验变革

AIGC+游戏

游戏前

游戏中

游戏周边

提升游戏体验

美术设计：场景生成/动作生成/超赋分辨率
辅助游戏制作流程部分环节

内容设计：AI玩法设计/地图设计/关卡设计

降低创作游戏门槛
测试：平衡性测试/游戏跑图测试

增加游戏趣味性

体验优化：智能NPC/智能BOT（游戏操作策略生成）

运营优化：违规审判、平衡匹配/对局陪伴

直播：集锦自动生成/比赛解说/语音互动

训练：针对性的跟AI team训练/模拟对手打法、风格

赋能游戏竞技

带动线上线下同步发展



资料来源：中国信通研究院，中航证券研究所整理

图表47： AIGC赋能影视路径

5.1 AIGC+影视：拓展内容创意空间，颠覆传统创作流程

AIGC+影视

基于预设风格生产剧本

拓展角色和场景创作空间

升级后期制作

辅助人类声画创作

智能剧本生产：小说转剧本/分层故事生成
缩短创作周期

合成人类声画：AI换脸/配音生成/面部特征调整

开拓创作思路
剧本评估：指标监测/权重分析/深度挖掘

拓宽影视想象力边界 合成虚拟物理场景：实时抠像/AI建模

影片修复：经典影视/特殊场景/视听改进

自动创作：2D向3D自动转制/自动生成预告片

保障影视作品画面质量

简化内容后期创作流程



资料来源：中国信通研究院，中航证券研究所整理

图表48： AIGC赋能电商路径

5.1 AIGC+电商：重构“人货场”，升级虚实融合的沉浸式购物体验

AIGC+电商

商品展示和虚拟试用

打造虚拟主播

打造全新购物场景

赋能直播带货

3D建模：图片特征提取/几何模型生成/纹理生成提供接近实物的差异化网购体验

虚拟主播生成：视觉生成/语音生成/人设可控

高效提升用户转化
用户体验提升：在线试穿/3D购物空间/虚拟搭配

降低商户直播门槛 加速品牌年轻化：虚拟形象打造/虚拟场景延伸

物理空间复刻：时尚展览/虚拟卖场

产业联动：与相关游戏/服务商合作

拓展商铺消费空间

线上线下融合的消费体验

货

场

人



资料来源：中国信通研究院，中航证券研究所整理

图表49：： AIGC赋能娱乐路径

5.1 AIGC+娱乐：新技术驱动，沉浸式体验升级

AIGC+娱乐

趣味图像或音视频生成

合成用户数字化身

打造虚拟偶像

布局消费数字经济

AI换脸：虚拟合影/头像生成/视频合成
激发用户参与热情

动漫拟人：表情包/卡通形象/动物形象

满足用户社交需求
语音合成：游戏/社交

加速虚拟世界与现实世界的融合 仿真化身：照片生成/表情生成/3D形象

共创合成：歌曲/视频/漫画

多渠道变现：演唱会/专辑/代言/品牌合作

加强粉丝黏性

释放IP价值



资料来源：中国信通研究院，中航证券研究所整理

图表50：： AIGC赋能部分行业路径

5.1 AIGC+其他：数字化升级大趋势，助力企业降本增效

AIGC+其他

赋予教育材料新活力

赋能诊疗全过程

提升工业产业效率和价值

增强医生诊断专注度

多维互动：视频/文字/音频为教育工作者提供了新的工具

使教学更具互动性和趣味 全新教学体验：虚拟教室/虚拟教师

为康复过程注入温情

改善辅助诊断工具：电子病历录入/医学图像质量提升

人性化陪伴：合成抚慰素材/提供陪伴/个性化方案制定

辅助使用：CAD/CAM/ERP

构建数字孪生系统：安全性提升/成本降低/效率提高

减少对重复性工作的人力投入

建设工业数字经济

助力实现金融业降本增效

降低信息获取成本

提高获取新闻信息的及时性和便捷性

财经讯息自动生成：时效提高/运营效率提升

虚拟人客服：视觉/听觉

教育

医疗

工业

金融



一、为什么ChatGPT爆火？

二、GPT产品的演绎路径？

目录

四、AIGC如何重构内容生产力？

三、 AIGC的底层技术驱动？

五、看好“AI+”哪些应用场景？

六、如何把握“AI+”时代的投资机遇？



4.1 投资建议（AI+应用）

资料来源：公司官网、证券日报、东方财富等，中航证券研究所

 投资建议（AIGC应用方向）：人工智能奇点将近，引爆AIGC商业变现。GPT产品的更迭标志着人工智能进入了新的发展阶段，模型技术、参数、训练数据、

训练方法的演化融合方面取得了实质突破，合成数据为AI模型训练开发提供强大助推器，大大繁荣数字内容的供给，有望成为未来3D互联网的基础支撑，加

速推进AIGC商业化进程，掀起“用户-数据-效果”的飞轮效应。全年维度看，随着GPT逐渐从主题转向能够落地的阶段，有望在游戏、内容IP、电商、影视传

媒等数字化程度高、内容需求丰富的行业率先商业化落地，赢家将展露头角。

 重点推荐：游戏（昆仑万维/世纪华通/汤姆猫/神州泰岳/恺英网络）；内容IP（中文在线/中文传媒/视觉中国/果麦文化）;电商（小商品城/华凯易佰/吉宏股

份/值得买）；办公（万兴科技/金山办公/泛微网络）；影视传媒（上海电影/光线传媒/人民网/新华网）；广告营销（蓝色光标/三人行/风语筑）；金融（同

花顺）；酒店（石基信息）；数据要素（浙数文化/美亚柏科）。

黄金“三步走”

（AI+应用方向）

内容+

模型+

生态+

AIGC代表新一轮内容生产范式的变革，具备内容质量高、效率高、成本低的特点，核心价值在于生产

可直接消费内容、结合底层系统生产高附加值内容、提供内容生产辅助工具、用于提供体系化的解决方

案（个性化内容营销、实时交互内容、合成数据、NPC等），我们认为文字/图片/代码模态应用最快，

跨模态是大趋势，重点关注具备内容IP资源、数字人、数据要素、视觉创意等优势的企业。

不断创新的生成算法、与训练模型、多模态等技术融合带来了AIGC技术变革，未来兼具大模型和多模

态模型的AIGC模型有望实现自动化内容生产的“工业流水线式部署”，模型即服务（MaaS）有望引领

AIGC商业化路径， “以大数据预训练+小数据微调”的方式完成内容生产的精准度和颗粒度，重点关

注拥有自由大模型和与头部大模型有业务合作的企业。

AIGC具备极强的产业延伸和渗透能力，很大程度上提升生产效率与服务效率，未来，随着模型更迭和
算力升级，AIGC将赋能千行百业，进入大规模验证和体系化发展的快速发展期，我们认为有Know-
how或者垂直行业数据沉淀的企业在AI大模型基础上调试的优化边界最高，重点关注在游戏、内容IP、
电商、影视传媒等领域有“AI+”产品落地的企业。

AI突破靠模型，大厂角逐白热化，垂直优化大趋势；
AI赋能新内容，数据要素是核心，资产重估正当下，
AI打造新场景，应用落地加速中，数字业态全变革。

图表51：： AIGC投资逻辑



资料来源：公司官网、证券日报、东方财富等，中航证券研究所整理

4.2 公司梳理（AI+应用）

图表52：AIGC投资标的（按应用场景划分）

办公

金山办公

WPS软件，华为战略合作伙伴

彩讯股份

文心合作、参股电商接入OpenAI

福昕软件

公司在研PDF Editorfor Cloud

集成ChatGPT

泛微网络

腾讯持股，企业微信战略合作伙伴

万兴科技

AIGC赋能数字创意产业，

GPT-4/文心合作

游戏
汤姆猫

海外收入80%，海外产品接入GPT

昆仑万维

Opera接入GPT4，自研大模型推出

神舟泰岳

NLP+游戏深入布局公司

盛天网络

打造声音社交平台“带带电竞”

巨人网络

“球球IP赛道”启动全AI开发计划

恺英网络

战投企业应用AI工具，建立数据库

世纪华通

多款产品已开始接入AIGC工具

广告营销
蓝色光标

海外收入72%，微软广告代理

易点天下

大厂出海营销龙头，微软广告代理

开普云

旗下数字人接入ChatGPT

风雨筑

投资的星图比特是“通义千问"首批

企业级生态合作伙伴，与百度签署

战略合作协议

三人行

与科大讯飞战略合作，AI赋能营销

影视传媒

光线传媒

在摸索ChatGPT在业务上的应用

华策影视

AIGC技术应用于影视生产全链路

新华网

新华智云AIGC数字人领域走在前列

人民网

国家级数据云平台人民云

上海电影

收购上影元文化51%股权，发挥内

容及IP优势，AI赋能文化输出宣发

芒果超媒

内容IP丰富+数字人内容IP
中文在线

百度参股，与澜舟合作孟子大模型

视觉中国

旗下元视觉网站推出AI作图应用

果麦文化

图书出版+AI创作机器人

中文传媒

内容版权+持有新华智云6%股份

捷成股份

版权运营+子公司接入ChatGPT

教育

盛通股份

AI教育，已开展AI绘画课程

世纪天鸿

推出Al产品“笔神"APP

创业黑马

达摩院合作，打造本土化模型

奥飞娱乐

发布首个儿童版chatGPT产品智娃

电子商务

小商品城

打造义乌全球数字自贸中心，
全面数字化转型

华凯易佰

AIGC+跨境电商，降本增效

吉宏股份

跨境电商板块和SaaS吉喵云的主要

业务模块里均有使用AIGC技术

值得买

MGC内容平台占比20%，接入文心

一言打造智能化消费内容服务体系

金融

同花顺

打造对话交互问答系统“问财”

搜索引擎

三六零

自研大模型，搜索引擎应用场景

酒店

石基信息

推出企业级酒店系统产品

政务

浙数文化

聚焦数据资产，深度参与到浙江数

字浙江和城市大脑智慧城市建设

拓尔思

自主研发NLP技术，在政务和媒体

等领域有内容审查相关业务模块

美亚柏科

大数据分析、电子数据取证、智慧

城市等业务

交通

佳都科技

数据底座系统已积累大量行业数据

信息发展

交通部旗下交通运输通信信息集团

为实控人



风险提示

 行业监管风险：针对行业乱象，监管或趋向严格，部分公司存在被整顿调整风险

 政策收紧的风险：数字经济政策的不确定性，未来存在政策监管趋严的风险

 技术发展不及预期的风险：数字经济行业发展需要巨量技术支撑，一旦遭遇技术发展瓶颈，数字经济产品应用发挥或受阻

 内容生态建设不及预期的风险：数字经济产业布局及内容生态搭建的不确定性，可能存在供需脱轨情况

 变现不及预期风险：AIGC产品市场接受度及认可度存在不确定性，未来产品盈利变现能力或不及预期

 舆论炒作风险：AIGC概念兴起，部分公司存在概念炒作的可能，而实际技术/产品/应用投入不足，研发能力欠缺

 市场竞争风险：伴随数字经济及数字经济政策及市场利好，多行业公司入局AIGC产业，市场竞争日益加剧
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